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The coordinate transformation has always been a hot topic in 
the field of geodesy. The artificial neural network (ANN) has 
been used as an alternative tool to determine the relationship 
between any two coordinate systems. Construction of 
an effective neural network depends on the network 
architecture, learning parameters and normalization 
technique used. Finding the best data normalization 
technique is an important step when designing a neural 
network. This study investigated the performances of 
eight normalization techniques on two-dimensional (2D) 
coordinate transformation using a generalized regression 
neural network (GRNN). The methods examined included 
the maximize, min-max, median, median-median absolute 
deviation (median-MAD), mean-mean absolute deviation 
(mean-MAD), statistical column, tanh, and z-score. 
Comparisons revealed that the min-max, median-MAD, 
mean-MAD, tanh, and z-score techniques achieved superior 
results compared to the other normalization techniques 
studied. In addition, the GRNN was found to be an 
effective, feasible and practical tool for 2D coordinate 
transformation.

Ena izmed pomembnejših tem raziskovanja na področju geodezije 
so transformacije med koordinatnimi sistemi. Za vzpostavitev 
povezave med dvema koordinatnima sistemoma se je kot 
alternativna metoda uporabila umetna nevronska mreža ANN 
(angl. artificial neural network). Razvoj učinkovite nevronske 
mreže je odvisen od strukture in načina učenja mreže ter metode 
normalizacije podatkov. Pomemben korak pri uporabi nevronske 
mreže je podatek o načinu normalizacije podatkov. V pričujoči 
raziskavi je predstavljen učinek osmih vrst normalizacij podatkov 
na primeru dvorazsežne (2D) transformacije koordinat z uporabo 
posplošene regresijske nevronske mreže (GRNN). Predstavljene 
metode normalizacije so označene kot: najvišja (angl. maximize), 
najnižja-najvišja (angl. min-max), mediana, mediana in 
mediana absolutnih odstopanj – mediana MAD (angl. median-
median absolute deviations – median-MAD), sredina in sredina 
absolutnih odstopanj – sredina MAD (angl. mean-mean absolute 
deviations – mean-MAD), statistični stolpec (angl. statistical 
column), uporaba funkcije tanh in z-vrednost (angl. z-score). 
Rezultati prikazujejo, da metode najnižja-najvišja, mediana 
MAD, sredina MAD, funkcija tanh in z-vrednost dosegajo boljše 
rezultate od drugih metod, vključenih v raziskavo. Izkazalo se 
je, da je GRNN učinkovito in praktično orodje za izvedbo 
transformacije koordinatnih sistemov v ravnini.
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1 INTRODUCTION

Currently, in Turkey, all geodetic networks, maps, and measurements are provided within two coordinate 
systems: the European Datum 1950 (ED50) and the International Terrestrial Reference Frame 1996 
(ITRF96). The former was used as the standard for the National Geodetic Network of Turkey until 
2005, whereas the latter was accepted as the standard in 2005 (TCSCE, 2005). This, of course, led to 
the necessity of coordinate transformation between the two coordinate systems. One-, two- or three- 
dimensional (1D, 2D or 3D) coordinate transformation has been conducted in various studies to date 
(Yang, 1999; Yanalak and Baykal, 2001; Kinneen and Feathstone, 2004; Felus and Schaffrin, 2005; 
Soycan, 2005; Akyilmaz, 2007; Akyilmaz et al., 2009; Civicioglu, 2012; Sisman, 2014; Fazilova, 2017). 
In recent years, an alternative to coordinate transformation has emerged through the use of numerical 
techniques such as artificial neural networks (ANNs). The ANNs are computer-based algorithms with 
the capability of learning the relationship between input and output data. Researchers have used ANNs 
as an alternative coordinate transformation approach (Zaletnyik, 2004; Kavzoglu and Saka, 2005; Lin 
and Wang, 2006; Tierra et al., 2008; Tierra et al., 2009; Turgut, 2010; Yilmaz and Gullu, 2012; Erol 
and Erol, 2013; Tierra and Romero, 2014; Konakoğlu and Gökalp, 2016; Ziggah et al., 2016a; Kaloop 
et al., 2018). For example, Cakir and Yilmaz (2014) used the polynomials, radial basis functions, and 
multilayer perceptron neural networks with GPS/levelling measurements in local geoid determination. 
They observed that the ANN gave better results than the other two methods used. Stopar et al. (2006) 
proposed a method using the ANN approximation to obtain a trend surface in the Least Squares Col-
location (LSC) for geoid determination. Konakoglu et al. (2016) used ANN methods for 2D coordinate 
transformation and concluded that this could be achieved by using optimum model parameters. Ziggah 
et al. (2016b) investigated the 3D coordinate transformation performance of the multilayer feed-forward 
(MLF) neural network, the radial basis function neural network (RBFNN), and multiple linear regres-
sion (MLR) and reported that all methods presented satisfactory results. Ziggah et al. (2017) proposed 
a novel approach to improve the geocentric translation model performance based on the MLF neural 
network, the RBFNN, and the generalized regression neural network (GRNN). The proposed model 
ANN-ECM (Artificial Neural Network-Error Compensation Model) was found to achieve better trans-
formation accuracy than the geocentric transformation model. According to Elshambaky et al. (2018), 
3D coordinate transformation using an MLF network provided more accurate results than the Helmert, 
Molodensky, regression, and minimum curvature surface transformation models. The GRNN is based 
on one-pass learning and its learning speed, consistency, and simple network structure are among its 
biggest advantages; therefore, this study used the GRNN for 2D coordinate transformation.

Over the years, different kinds of data normalization techniques have been applied to normalize the 
dataset and some comparative studies for various machine learning algorithms such as ANNs and support 
vector machines (SVMs) can be found in several papers (Snelick, 2005; Al Shalabi and Shaaban, 2006; 
Kumar and Ravikanth, 2009). For example, Li and Liu (2011) compared the min-max and maximize 
normalization techniques for the improved classification of intrusion data using SVMs. The results in-
dicated that the min-max normalization technique gave better results than the maximize normalization 
technique. Nawi et al. (2013) considered the effects of three normalization techniques on a multilayer 
perceptron (MLP) trained using a back propagation ANN (BPANN). A comparative analysis of the 
normalization techniques showed that they enhanced the efficiency of the ANN training process. Pan et 
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al. (2016) investigated the effect of various normalization techniques for predicting a stock index and its 
movements by using an SVM. The experimental results showed that an appropriate data normalization 
technique should be chosen carefully because it has an impact on the prediction accuracy.

The aim of this study was to investigate the effect of different normalization techniques on 2D coordi-
nate transformation via a GRNN. In this work, the performance of GRNN models was evaluated using 
multiple performance metrics. The findings showed that the task of choosing an optimal normalization 
technique is essential in order to obtain an effective predictive model on the 2D coordinate transforma-
tion using a GRNN.

Section 2 provides the details of the GRNN. A detailed description of the normalization techniques used 
in this study can be found in Section 3. Section 4 describes the study area and data used in this study. 
Section 5 presents some of the statistical tests used to evaluate the performance of the normalization 
techniques. Experimental results and discussions are covered in Section 6, and the last section provides 
the conclusions of the study.

2 GENERALIZED REGRESSION NEURAL NETWORK (GRNN) 

The generalized regression neural network (GRNN), proposed by Specht (1991), is a kind of Radial 
Basis Neural Network (RBNN) based on kernel regression networks. Unlike back-propagation (BP) 
learning algorithms, this neural network does not require iterative training procedures. It approximates 
any arbitrary function between input and output datasets directly from training data (Wang et al., 2016). 
A GRNN consists of four layers: an input layer, pattern layer, summation layer, and output layer (Fig. 
1). The first layer, which is referred to as input, is connected to the pattern layer. The pattern layer is the 
second layer, where each unit represents a training pattern and its output is a measure of the distance of 
the input from the stored patterns. Each pattern layer is connected to two neurons: S-summation neuron 
and D-summation neuron. The S-summation neuron computes the sum of the weighted outputs of the 
pattern layer, while the D-summation neuron calculates the unweighted outputs of the pattern neurons. 
The output layer merely divides the output of each S-summation neuron by that of each D-summation 
neuron, yielding the predicted output value, expressed as Equation (1).
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where n is the number of training pattern, Yi is the training pattern output. Di
2 is the squared distance 

between the input vector X and the training pattern vector X i as the following expression:

 Di
2  (X  X i)T(X  X i) (2)

σ is a constant which is called the smoothing parameter, which directly affects the success of the GRNN, 
is the only “unknown” parameter in the GRNN training process. The optimal σ value is generally deter-
mined experimentally (Tsoukalas and Uhrig, 1997). In addition, Antanasijević et al. (2014) stated that 
the optimal value can be determined using an iterative or genetic algorithm. In this study, the trial-and-
error process was applied to select the value of the spread parameter.
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Figure 1: Generalized regression neural network structure.

3 DATA NORMALIZATION 

Data normalization is a crucial pre-processing step and plays an important role in the performance of 
ANNs. This step ensures that input and output data have a similar distribution so that higher valued 
inputs cannot dominate the lesser ones. This enables a fast process and convergence during training 
and minimizes prediction error. To obtain more accurate results, all data should be normalized before 
the training and testing of the network (Rojas, 1996; Sola and Sevilla, 1997; Jeong and Park, 2019). 
After training of the network is completed, the outputs are de-normalized into actual values. In data 
normalization, all data can be normalized to a range of [-1,1], [0,1] or another scaling criterion. Eight 
normalization techniques were described and performed in this study as follows.

3.1 Maximize Normalization

This technique normalizes the data by dividing it with the maximum value of the input (Lachtermacher 
and Fuller, 1995), as defined in Equation (3).

 ' i
i

max

x
x

x
=  (3)

where xi' designates ith normalized value, xi defines ith input value, and xmax specifies the maximum 
value of the input.

3.2 Min-Max Normalization

This technique rescales the data to a new range of values, (i.e., from 0 to 1 or from -1 to 1), as defined 
in Equation (4) (Larose, 2005; Jayalakshmi and Santhakumaran, 2011; Han et al., 2012).

 ( )' i min
i min max min

max min

x x
x y y y

x x
−

= + −
−

 (4)

where xmin is the minimum value of the input, xmax is the maximum value of the input, and ymin and ymax 
parameters are also the minimum and maximum values of the selected range. In this study, ymin and ymax 
were set as 1 and 1, respectively.
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3.3 Z-score Normalization
The z-score normalization technique uses the mean and standard deviation of the variables corresponding 
to each column in order to normalize the input vector, as in Equation (5) (Larose, 2005; Jayalakshmi 
and Santhakumaran, 2011; Han et al., 2012).

 ' i mean
i

i

x x
x

ρ
−

=  (5)

where xmean and ρ denote the mean and standard deviation ith input value, respectively.

3.4 Median Normalization
In this normalization technique, each sample is normalized by the median (xmedian) of all samples (Jay-
alakshmi and Santhakumaran, 2011) using Equation (6).

 ' i
i

median

x
x

x
=  (6)

where xmedian is the median of the input.

3.5 Median and Median Absolute Deviation (Median-MAD) Normalization
This normalization technique uses the median and median absolute deviation (MAD) to transform the 
data (Zhang et al., 2009). The median-MAD is the median of the deviation values of the input data. 
The mathematical expression of the median-MAD technique is given in Equation (7).
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3.6 Mean and Mean Absolute Deviation (Mean-MAD) Normalization

The only difference between this normalization technique and the median-MAD technique is that this 
technique uses the mean instead of the median (Eesa and Arabo, 2017). The mathematical expression 
of the mean-MAD technique is given in Equation (8).
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3.7 Statistical Column Normalization

This technique normalizes each sample with a column normalization value (cx). Each instance is calcu-
lated by dividing the normalized column value and multiplying by a small bias value (Jayalakshmi and 
Santhakumaran, 2011). The normalization is defined as follows in Equation (9).

 ( )' 0.1i x
i

x

x c
x

c
−

=  (9)

3.8 Tanh Normalization

This technique, which was proposed by Hampel et al. (1986), is implemented using Equation (10).

 ( )' 1
0.01 1

2
i mean

i
i

x x
x tanh

ρ
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 (10)
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4 STUDY AREA AND DATA USED

This study was conducted in the city of Trabzon, which is located at 38º 30' - 40º 30' east longitudes 
and 40º 30' - 41º 30' north latitudes (Fig. 2). The study area included a total of 94 points the positions 
of which were already known in the ED50 and ITRF96 systems. Of these points, 74 were randomly 
selected as the references for 2D coordinate transformation using the GRNN model. The remaining 20 
points were used as the control points to evaluate the performance of the GRNN. In Figure 2, the blue 
triangles and red circles indicate the control points and reference points, respectively. 

Figure 2: Location of the study area in Turkey and the distribution of the points.

5 EVALUATION OF THE MODEL PERFORMANCE

The performance of the GRNN was investigated in terms of the root mean square error (Easting and 
Northing RMSE), horizontal accuracy value (RMSEH), model efficiency (ME), mean bias error (MBE), 
and mean absolute error (MAE), which are given in Equations (11) - (16).

Root mean square error:

 ( )
1

22

1

1 N
Easting Easting

Easting i i
i

RMSE M P
N =

 = − 
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∑  (11)
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Horizontal root mean square error:

 2 2
H Easting NorthingRMSE RMSE RMSE= +  (13)
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Model Efficiency:

 ( ) ( )22

1 1

1 /
N N

i i i
i i

ME M P M M
= =

 = − − − 
 
∑ ∑  (14)

Mean bias error:
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Mean absolute error:
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where Mi, Pi, M, and N are the measured coordinate, predicted coordinate, an average of the measured 
coordinates and number of data points, respectively. The RMSE is the square root of the average value 
of the square of the residuals and indicates the absolute fit of the model to the data (the difference be-
tween the measured and predicted coordinates). The RMSEH is the horizontal root mean square error 
calculated by using the RMSEEasting and RMSENorthing (Paredes-Hernández et al., 2013). The RMSEEasting and 
RMSENorthing represent the RMSE in the Easting and Northing coordinates. A ME value of “0” indicates 
a value no better than a simple average model, since negative values show poor performance, whereas an 
ME value of “1” indicates a perfect agreement between the measured and predicted values. The MBE is 
the difference between the means of the measured and the predicted coordinates. A negative MBE and 
a positive MBE indicate under-prediction and over-prediction, respectively. The MAE uses the square of 
the difference between the measured and predicted coordinates. It must be noted that all these statistics 
should be close to “0”. 

6 RESULTS AND DISCUSSION

A comparative analysis of eight normalization techniques was conducted to investigate their effect on a 
GRNN-based coordinate transformation. The GRNN model was constructed with two parameters in the 
input layer and two parameters in the output layer. The 2D ED50 coordinates of the points were used as 
the input parameters, while the differences between the 2D ITRF96 and 2D ED50 coordinates were used 
as the output parameters. A script was written in the MATLAB environment for generating, training, and 
testing the GRNN model. The spread parameters in the GRNN models were determined as 0.0006, 0.182, 
0.741, 0.549, 0.494, 0.000006, 0.00201, and 0.408 for the maximize, min-max, median, median-MAD, 
mean-MAD, statistical column, tanh, and z-score normalization techniques, respectively. Figure 3 and Table 
1 indicate the RMSE between the measured and predicted coordinates based on the reference points for 
two directions (Easting and Northing). It can be seen that all normalization techniques gave similar results 
in these two directions, with no significant RMSE differences. The minimum and maximum RMSE values 
based on the reference points for the Easting direction were observed for the median-MAD and z-score, as 
1.05 and 1.30, respectively. On the other hand, based on the reference points for the Northing direction, the 
median and statistical column techniques had the minimum RMSE value (0.95 cm), while the maximum 
RMSE value (1.46 cm) was observed for the median-MAD. The tanh and min-max yielded the lowest 
RMSE values based on the control points for the Easting and Northing directions, respectively. When the 
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RMSEH results based on the reference points were examined, all normalization techniques gave a similar 
RMSEH value of approximately 1.65 cm. According to the results for RMSEH based on the control points, 
the min-max, median-MAD, mean-MAD, tanh, and z-score had the lowest RMSEH of approximately 2 
cm. The remaining normalization techniques also yielded an RMSEH of approximately 4 cm. In addition, 
the ME value of 0.99 was obtained from all normalization techniques for the reference and control points, 
which means that the GRNN exhibited a good potential for 2D coordinate transformation.

Figure 3: RMSE values for the reference and control points obtained by the GRNN method for different normalization tech-
niques.

Table 1: Approximation results of different normalization techniques for the reference and control points (cm). 

Dataset Normalization Methods RMSEEasting RMSENorthing RMSEH

Re
fe

re
nc

e 
Po

in
ts

Maximize 1.23 1.00 1.58
Min-Max 1.19 1.06 1.59
Median 1.15 0.95 1.50

Median-MAD 1.05 1.46 1.80
Mean-MAD 1.28 1.18 1.74

Statistical Column 1.16 0.95 1.50
Tanh 1.16 1.28 1.72

Z-score 1.30 1.17 1.74

C
on

tro
l P

oi
nt

s

Maximize 3.07 2.35 3.87
Min-Max 1.48 1.30 1.97
Median 3.10 2.38 3.90

Median-MAD 1.48 1.38 2.03
Mean-MAD 1.47 1.31 1.97

Statistical Column 3.10 2.38 3.91
Tanh 1.31 1.47 1.97

Z-score 1.47 1.31 1.97
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The mean absolute error (MAE) and mean bias error (MBE) were also utilized to assess the effects on 2D 
coordinate transformation using the GRNN and the results are given in Table 2. The statistical MBE 
results show that the MBE reference point values were approximately “0” for all normalization techniques 
in both directions. All normalization techniques were found to underestimate the MBE values within 
the range of -0.62 to -1.14 cm for control points in the Easting direction. In addition, the MAE values 
for the reference points varied between 0.79 cm and 0.99 cm in the Easting direction, whereas they 
varied between 0.74 cm and 1.09 cm in the Northing direction. The MAE values for the control points 
in the Easting and Northing directions varied from 1.28 to 2.44 cm and 1.04 to 1.72 cm, respectively.

Table 2: Mean absolute error and mean bias error for different normalization techniques (cm).

Dataset Normalization Methods MAEEasting MBEEasting MAENorthing MBENorthing

Re
fe

re
nc

e 
Po

in
ts

Maximize 0.99 -0.01 0.78 0.00

Min-Max 0.89 -0.02 0.77 -0.03

Median 0.94 -0.01 0.74 0.00

Median-MAD 0.79 -0.02 1.09 -0.04

Mean-MAD 0.96 -0.01 0.88 -0.04

Statistical Column 0.94 -0.01 0.74 0.00

Tanh 0.96 -0.01 0.86 -0.04

Z-score 0.97 -0.01 0.87 -0.04

C
on

tro
l P

oi
nt

s

Maximize 2.42 -1.11 1.70 0.06

Min-Max 1.29 -0.64 1.04 0.18

Median 2.43 -1.14 1.72 0.04

Median-MAD 1.27 -0.62 1.17 0.07

Mean-MAD 1.28 -0.62 1.05 0.18

Statistical Column 2.44 -1.14 1.72 0.04

Tanh 1.28 -0.62 1.05 0.18

Z-score 1.29 -0.63 1.05 0.18

The residuals were calculated by subtracting the measured coordinates from the predicted coordinates, 
based on the reference and control points in the Easting and Northing directions (see Figs. 4 and 5). 
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Figure 4: Residuals for the reference points in the Easting (up) and Northing (down) directions.

Figure 5: Residuals for the control points in the Easting (up) and Northing (down) directions.

The residuals indicate how well the predicted coordinates matched the measured coordinates. Moreo-
ver, these values are expected to be “0” or close to “0”. In both Figures 4 and 5, it can be noted that 
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the min-max, mean-MAD, tanh, and z-score produced similar residuals compared to the other four 
normalization techniques.

7 CONCLUSIONS

The present work investigated the effects of the maximize, min-max, median, median-MAD, mean-
MAD, statistical column, tanh, and z-score normalization techniques on the performance of 2D coor-
dinate transformation using a GRNN. The performance of each technique was evaluated using 74 plane 
coordinate points as reference points and 20 plane coordinate points as control points. The min-max, 
median-MAD, mean-MAD, tanh, and z-score normalization techniques gave superior results, compared 
to the other normalization techniques used. However, the maximize, median, and statistical column 
normalization techniques may not be desirable for 2D coordinate transformation. The comparison results 
showed that the selection of a suitable normalization technique has a direct effect on the performance of 
the 2D coordinate transformation procedure. In general, a good performance was achieved, as indicated 
by low RMSEH, MAE, and MBE values as well as by high ME values. These results demonstrated that 
the GRNN can be applied for 2D coordinate transformation. The determination of the optimum spread 
parameter is of great importance because the performance of GRNNs depends greatly on this parameter. 
This paper may prove quite useful for researchers who need to select a normalization technique when 
applying a 2D coordinate transformation through a GRNN.

Acknowledgements

The authors would like to thank the anonymous reviewers for their constructive comments that have 
helped in improving the quality of this manuscript.

Literature and references:
Akyilmaz, O. (2007). Total least squares solution of coordinate transformation. Survey 

Review, 39 (303), 68–80. DOI: https://doi.org/10.1179/003962607X165005

Akyilmaz, O., Özlüdemir, M. T., Ayan, T., Çelik, R. N. (2009). Soft computing methods 
for geoidal height transformation. Earth, Planets and Space, 61 (7), 825–833. 
DOI: https://doi.org/10.1186/BF03353193

Al Shalabi, L., Shaaban, Z. (2006). Normalization as a preprocessing engine for data 
mining and the approach of preference matrix. International Conference on 
Dependability of Computer Systems, 25–27 May 2006, Szklarska Poreba, Poland 
(pp. 207–214). DOI: https://doi.org/10.1109/DEPCOS-RELCOMEX.2006.38

Antanasijević, D., Pocajt, V., Perić-Grujić, A., Ristić, M. (2014). Modelling of dissolved 
oxygen in the Danube River using artificial neural networks and Monte Carlo 
Simulation uncertainty analysis. Journal of Hydrology, 519, 1895–1907. DOI: 
https://doi.org/10.1016/j.jhydrol.2014.10.009

Cakir, L., Yilmaz, N. (2014). Polynomials, radial basis functions and multilayer perceptron neural 
network methods in local geoid determination with GPS/levelling. Measurement, 57, 
148–153. DOI: https://doi.org/10.1016/j.measurement.2014.08.003

Civicioglu, P. (2012). Transforming geocentric cartesian coordinates to geodetic 
coordinates by using differential search algorithm. Computer Geoscience, 46, 
229–247. DOI: https://doi.org/10.1016/j.cageo.2011.12.011

Eesa, A. S., Arabo, W. K. (2017). Normalization methods for backpropagation: a 
comparative study. Science Journal of University of Zakho, 5 (4), 319–323.

Elshambaky, H. T., Kaloop, M. R., Hu, J. W. (2018). A novel three-direction datum 
transformation of geodetic coordinates for Egypt using artificial neural network 
approach. Arabian Journal of Geosciences, 11 (6), 110. DOI: https://doi.
org/10.1007/s12517-018-3441-6 

Erol, B., Erol, S. (2013). Learning-based computing techniques in geoid modeling 
for precise height transformation. Computers & Geosciences, 52, 95–107. DOI: 
https://doi.org/10.1016/j.cageo.2012.09.010

Fazilova, D. (2017). The review and development of a modern GNSS network and 
datum in Uzbekistan. Geodesy and Geodynamics, 8 (3), 187–192. DOI: https://
doi.org/10.1016/j.geog.2017.02.006

Felus, Y., Schaffrin, B. (2005). Performing similarity transformations using the error-
in-variables model. Proceedings of the ASPRS Annual Conference 7–11 March, 
Baltimore, Maryland, USA.

Hampel, F. R., Rousseeuw, P. J., Ronchetti, E. M., Stahel, W. A. (1986). Robust Statistics: 
The Approach Based on Influence Functions. New York: John Wiley and Sons.

Han, J., Kamber, M., Pei, J. (2012). Data Mining: Concepts and Techniques. 3rd ed. 
Massachusetts: Elsevier.

Leyla Cakir, Berkant Konakoglu | VPLIV NORMALIZACIJE PODATKOV NA TRANSFORMACIJO 2D-KOORDINAT PRI POSPLOŠENI REGRESIJSKI NEVRONSKI MREŽI GRNN | THE IMPACT OF DATA 
NORMALIZATION ON 2D COORDINATE TRANSFORMATION USING GRNN | 541-553 |



| 552 |

| 63/4 | GEODETSKI VESTNIK  
RE

CE
NZ

IRA
NI

 ČL
AN

KI 
| P

EE
R-

RE
VIE

W
ED

 AR
TIC

LE
S

SI 
| E

N

Jayalakshmi, T., Santhakumaran, A. (2011). Statistical normalization and back 
propagation for classification. International Journal of Computer Theory and 
Engineering, 3 (1), 89–93. DOI: https://doi.org/10.7763/IJCTE.2011.V3.288

Jeong, J., Park, E. (2019). Comparative applications of data-driven models representing 
water table fluctuations. Journal of Hydrology, 572, 261–273. DOI: https://doi.
org/10.1016/j.jhydrol.2019.02.051

Kaloop, M. R., Rabah, M., Hu, J. W., Zaki, A. (2018). Using advanced soft computing 
techniques for regional shoreline geoid model estimation and evaluation. Marine 
Georesources & Geotechnology, 36 (6), 688–697. DOI: https://doi.org/10.108
0/1064119X.2017.1370622

Kavzoglu, T., Saka, M. H. (2005). Modelling local GPS/levelling geoid undulations using 
artificial neural networks. Journal of Geodesy, 78 (9), 520–527. DOI: https://
doi.org/10.1007/s00190-004-0420-3

Kinneen, R. W., Featherstone, W. E. (2004). An empirical comparison of coordinate 
transformations from the Australian geodetic datum (AGD66 and AGD84) to the 
geocentric datum of Australia (GDA94). Journal of Spatial Science, 49 (2), 1–29. 
DOI: https://doi.org/10.1080/14498596.2004.9635019

Konakoglu, B., Cakır, L., Gökalp, E. (2016). 2D coordinate transformation using artificial 
neural networks. International Archives of the Photogrammetry, Remote Sensing 
& Spatial Information Sciences. 42, 183–186. DOI: https://doi.org/10.5194/
isprs-archives-XLII-2-W1-183-2016

Konakoğlu, B., Gökalp, E. (2016). A Study on 2D similarity transformation using 
multilayer perceptron neural networks and a performance comparison with 
conventional and robust outlier detection methods. Acta Montanistica Slovaca, 
21 (4), 324–332.

Kumar, A., Ravikanth, C. (2009). Personal authentication using finger knuckle surface. 
IEEE Transactions on Information Forensics and Security, 4 (1), 98–110. DOI: 
https://doi.org/10.1109/TIFS.2008.2011089

Lachtermacher, G., Fuller, J. D. (1995). Back propagation in time-series forecasting. 
Journal of Forecasting, 14 (4), 381–393. DOI: https://doi.org/10.1002/
for.3980140405

Larose, D. (2005). Discovering knowledge in data an introduction to data mining. 
New Jersey: John Wiley and Sons. DOI: https://doi.org/10.1002/0471687545

Li, W., Liu, Z. (2011). A method of SVM with normalization in intrusion detection. 
Procedia Environmental Sciences 11 (A), 256–262. DOI: https://doi.
org/10.1016/j.proenv.2011.12.040

Lin, L. S., Wang, Y. J. (2006). A study on cadastral coordinate transformation using 
artificial neural network. Proceedings of the 27th Asian Conference on Remote 
Sensing, 9–13 October 2006, Ulaanbaatar, Mongolia.

Nawi, N. M., Atomi, W. H., Rehman, M. Z. (2013). The effect of data pre-processing 
on optimized training of artificial neural networks. Procedia Technology, 11, 
32–39. DOI: https://doi.org/10.1016/j.protcy.2013.12.159

Pan, J., Zhuang, Y., Fong, S. (2016). The impact of data normalization on stock market 
prediction: using SVM and technical indicators. In Soft Computing in Data 
Science (pp. 72–88). Springer, Singapore. DOI: https://doi.org/10.1007/978-
981-10-2777-2_7

Paredes-Hernández, C. U., Salinas-Castillo, W. E., Guevara-Cortina, F., Martínez-Becerra, 
X. (2013). Horizontal positional accuracy of Google Earth's imagery over rural 

areas: a study case in Tamaulipas, Mexico. Boletim de Ciências Geodésicas, 19 
(4), 588–601. DOI: http://dx.doi.org/10.1590/S1982-21702013000400005

Rojas, R. (1996). Neural networks: A systematic introduction. Berlin: Springer-Verlag.

Sisman, Y. (2014). Coordinate transformation of cadastral maps using different 
adjustment methods. Journal of Chinese Institute of Engineers, 37 (7), 869–882. 
DOI: https://doi.org/10.1080/02533839.2014.888800

Snelick, R., Uludag, U., Mink, A., Indovina, M., Jain, A. (2005). Large-scale evaluation 
of multimodal biometric authentication using state-of-the-art systems. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, 27 (3), 450–455. 
DOI: https://doi.org/10.1109/TPAMI.2005.57

Sola, J., Sevilla, J. (1997). Importance of input data normalization for the application 
of neural networks to complex industrial problems. IEEE Transactions on Nuclear 
Science, 44 (3), 1464–1468. DOI: https://doi.org/10.1109/23.589532

Soycan, M. (2005). Polynomial versus similarity transformations between GPS and 
Turkish reference systems. Survey Review, 38 (295), 58–69. DOI: https://doi.
org/10.1179/sre.2005.38.295.58

Specht, D. F. (1991). A general regression neural network. IEEE Transactions on Neural 
Networks, 2 (6), 568–576. DOI: https://doi.org/10.1109/72.97934

Stopar, B., Ambrožič, T., Kuhar, M., Turk, G. (2006). GPS-derived geoid using 
artificialneural network and least squares collocation. Survey Review, 38 (300), 
513–524. DOI: https://doi.org/10.1179/sre.2006.38.300.513

Tierra A., De Freitas S., Guevara P. M. (2009). Using an artificial neural network to 
transformation of coordinates from PSAD56 to SIRGAS95. In: Drewes H. (eds) 
Geodetic Reference Frames. International Association of Geodesy Symposia, 
vol 134. Springer, Berlin, Heidelberg. DOI: https://doi.org/10.1007/978-3-
642-00860-3_27

Tierra, A., Dalazoana, R., De Freitas, S. (2008). Using an artificial neural network 
to improve the transformation of coordinates between classical geodetic 
reference frames. Computer & Geosciences, 34 (3), 181–189. DOI: https://doi.
org/10.1016/j.cageo.2007.03.011

Tierra, A., Romero, R. (2014). Planes coordinates transformation between PSAD56 to 
SIRGAS using a Multilayer Artificial Neural Network. Geodesy and Cartography, 
63 (2), 199–209. DOI: https://doi.org/10.1016/j.cageo.2007.03.011

Tsoukalas, L. H., Uhrig, R. E. (1997). Fuzzy and neural approaches in engineering. New 
York: John Wiley and Sons Inc.

Turgut, B. (2010). A back-propagation artificial neural network approach for three-
dimensional coordinate transformation. Scientific Research and Essays, 5 (21), 
3330–3335.

Turkish Chamber of Survey and Cadastre Engineers (TCSCE) (2005). The large scale 
map and map information production regulation (in Turkish). Ankara: Turkish 
Chamber of Survey and Cadastre Engineers.

Wang, L., Kisi, O., Zounemat-Kermani, M., Salazar, G. A., Zhu, Z., Gong, W. (2016). 
Solar radiation prediction using different techniques: model evaluation and 
comparison. Renewable and Sustainable Energy Reviews, 61, 384–397. DOI: 
https://doi.org/10.1016/j.rser.2016.04.024

Yanalak, M., Baykal, O. (2001). Transformation of ellipsoid heights to local leveling 
heights. Journal of Surveying Engineering, 127 (3), 90–103. DOI: https://doi.
org/10.1061/(ASCE)0733-9453(2001)127:3(90)

Leyla Cakir, Berkant Konakoglu | VPLIV NORMALIZACIJE PODATKOV NA TRANSFORMACIJO 2D-KOORDINAT PRI POSPLOŠENI REGRESIJSKI NEVRONSKI MREŽI GRNN | THE IMPACT OF DATA 
NORMALIZATION ON 2D COORDINATE TRANSFORMATION USING GRNN | 541-553 |



| 553 |

GEODETSKI VESTNIK | 63/4 |

RE
CE

NZ
IRA

NI
 ČL

AN
KI 

| P
EE

R-
RE

VIE
W

ED
 AR

TIC
LE

S
SI 

| E
N

Yang, Y. (1999). Robust estimation of geodetic datum transformation. Journal of 
Geodesy, 73 (5), 268–274. DOI: https://doi.org/10.1007/s001900050243

Yilmaz, I., Gullu, M. (2012). Georeferencing of historical maps using back propagation 
artificial neural network. Experimental Techniques, 36 (5), 15–19. DOI: https://
doi.org/10.1111/j.1747-1567.2010.00694.x

Zaletnyik, P. (2004). Coordinate transformation with neural networks and with 
polynomials in Hungary. Proceedings of International Symposium on Modern 
Technologies, Education and Professional Practice in Geodesy and Related Fields, 
4–5 November 2004, Sofia, Bulgaria.

Zhang, D., Song, F., Xu, Y., Liang, Z. (2009). Advanced pattern recognition technologies 
with applications to biometrics; medical information science reference, New 
York: IGI Global.

Ziggah, Y. Y., Youjian, H., Laari, P. B., Hui, Z. (2017). Novel approach to improve 
geocentric translation model performance using artificial neural network 
technology. Boletim de Ciências Geodésicas, 23 (1), 213–233. DOI: http://
dx.doi.org/10.1590/s1982-21702017000100014

Ziggah, Y. Y., Youjian, H., Tierra, A., Konaté, A. A., Hui, Z. (2016a). Performance evaluation 
of artificial neural networks for planimetric coordinate transformation—a case 
study, Ghana. Arabian Journal of Geosciences, 9 (17), 698. DOI: https://doi.
org/10.1007/s12517-016-2729-7

Ziggah, Y. Y., Youjian, H., Yu, X., Basommi, L. P. (2016b). Capability of artificial neural 
network for forward conversion of geodetic coordinates (φ, λ, h) to cartesian 
coordinates (X, Y, Z). Mathematical Geosciences, 48 (6), 687–721. DOI: https://
doi.org/10.1007/s11004-016-9638-x

Assist. Prof. Leyla Cakir, Ph.D.
Karadeniz Technical University Faculty of Engineering

Department of Geomatics Engineering
Kanuni Campus TR-61080 Trabzon, Turkey

e-mail: lcakir@ktu.edu.tr

Res. Assist. Berkant Konakoglu, Ph.D.
Karadeniz Technical University Faculty of Engineering
Department of Geomatics Engineering
Kanuni Campus TR-61080 Trabzon, Turkey
e-mail: bkonakoglu@ktu.edu.tr

Cakir L., Konakoglu B. (2019). The impact of data normalization on 2D coordinate transformation using GRNN.
Geodetski vestnik, 63 (4), 541-553. 

DOI: https://doi.org/10.15292/geodetski-vestnik.2019.04.541-553

Leyla Cakir, Berkant Konakoglu | VPLIV NORMALIZACIJE PODATKOV NA TRANSFORMACIJO 2D-KOORDINAT PRI POSPLOŠENI REGRESIJSKI NEVRONSKI MREŽI GRNN | THE IMPACT OF DATA 
NORMALIZATION ON 2D COORDINATE TRANSFORMATION USING GRNN | 541-553 |




